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Question: 1 2 3 4 Total

Points: 4 4 4 38 50

Justify all your answers (except for multiple choice questions). You are required to show your
work on each problem (except for multiple choice questions) and to include the output of EVIEWS
used to solve the empirical questions. Organize your work. Work scattered all over the page
will receive very little credit. A correct answer in a multiple choice question worths 4 points; an
incorrect one worths -1 point. Delivery date: 30th of November.

1.(4) Suppose the model y = β0 +β1x1 +u where V ar(u|x1 = σ2x21) and E(u|x1) = 0. Suppose also
the models:

y/x1 = α0 × 1/x1 + α1 + u/x1

y/x21 = γ0 × 1/x21 + γ1 + u/x21

Which of the following statements is TRUE?

© The OLS estimator of β0 and β1 is BLUE.
√

The OLS estimator of α0 and α1 is BLUE.

© The OLS estimator of γ0 and γ1 is BLUE.

© None of the above.

2.(4) Suppose the model y = β0 + β1x1 + β2x2 + u. Consider that û and ŷ are the residuals and
the fitted values for y obtained from estimating that model by OLS, respectively. Then the
equation,

© u2 = γ0 + γ1x1 + γ2x2 + v is used to perform the test of Breusch - Pagan.

© û = γ0 + γ1x1 + γ2x2 + v is used to test for heteroscedasticity.

© u2 = γ0 + γ1ŷ + γ2ŷ
2 + v is used to perform the RESET test.

√
û2 = γ0 + γ1x1 + +γ2x

2
1 + γ3x1x2 + γ4x2 + +γ5x

2
2 + v is used to perform the test

of White.
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3.(4) Choose the option that is FALSE. Suppose Assumptions MLR.1 to MLR.4 are valid. Then,
the estimator of White for the standard errors in a multiple linear regression model,

© gives valid estimates with homoscedasticity and heteroscedasticity.

© should be used when there is evidence of heteroscedasticity.
√

gives valid estimates only for heteroscedasticity of the White type.

© used in the t-statistic gives a statistic that is approximately normally distributed.

4. Use the data set mroz.WF1 to explain the numbers of hours a woman has worked in a given
year.

Estimate the following regression by OLS:

hoursi =β0 + β1 educi + β2 agei + β3 log(faminci) + β4 kidslt6 + ui

where:

• hours is the number of hours worked;

• educ is number of years in schooling;

• age is the woman’s age in years;

• faminc is the family income;

• kidslt6 is the number of kids with age less than 6 in the woman’s household.

(a)(5) Write the estimated equation with the corresponding standard errors.

Solution:

ĥours =− 1511.46 + 20.63 educ− 17.41 age+ 287.58 log(faminc)− 478.78 kidslt6

se(β̂1) = 14.45; se(β̂2) = 4.16; se(β̂3) = 63.32; se(β̂4) = 63.98

(b)(5) Interpret the estimated coefficient β̂3 and discuss the signs of all the coefficient estimates.
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Solution: β̂3: a raise of 1% in the family income will increase the estimated number
of hours a woman works in an year by 287.58

100
= 2.8758, ceteris paribus.

All the signs of the estimates seem to make sense:

• A woman with more education probably has a more fulfilling job and doesn’t
mind working more hours;

• An older woman may feel less disposition to work several hours;

• A woman that receives more money may feel more motivated to work more (we
are keeping all other factors constant);

• A woman with small kids may work less to spend more time with her children,
who demand more attention.

(c)(5) Test for heteroscedasticity using the Breusch-Pagan test and conclude.

Solution: In all heteroscedasticity tests, the null hypothesis is the ausence of het-
eroscedastic errors.

In the Breusch-Pagan test, we have to perform the auxiliar regression:

û2 = β0 + β1 educ+ β2 age+ β3 log(faminc) + β4 kidslt6 + v

Where û2 are the residuals of our original model.

H0:V ar(ui | Xi) = σ2 vs

H1:V ar(u | Xi) = γ0 + γ1 educ+ γ2 age+ γ3 log(faminc) + γ4 kidslt6

The null hypothesis can then be stated as:

H0’: γ1 = γ2 = γ3 = γ4 = 0

The test-statistic is
LM = nR2

û2

d→ χ2(k)

Alternatively, we can perform the F-test for overall significance of the regression on
squared residuals:

F =
R2

û2/k

(1−R2
û2)/(n− k − 1)

∼ F (k, n− k − 1)
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For this situation, nR2
û2 = 753× 0.018295 = 13.776135

Considering α = 5%, the critical value for a chi-squared distribution with 4 degrees of
freedom is 9.49: thus, we reject the null hypothesis, finding evidence that the errors
are heteroscedastic.

Alternatively, we could use the F-statistic in the output of the regression which is
equal to 3.48 with p-value 0.008. The same conclusion applies.

We may also make use of Eviews (View/Residual Diagnostics/Heteroskedasticity
Tests) to get the result directly.

Using the first or the second line in the output, we get immediately that the p-value
is smaller than 5%, reaching the same conclusion.

(d)(5) Test for heteroscedasticity using the White test and conclude.

Solution:

The White test, like the Breusch-Pagan, uses an auxiliar regression with the squared
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residuals, adding also the squares of the variables and their interactions:

û2 = γ0 + γ1 educ+ γ2 age+ γ3 log(faminc) + γ4 kidslt6 + γ5 educ
2 + γ6 age

2

+ γ7 log(faminc)2 + γ8 kidslt6
2 + γ9 educ× age+ γ10 educ× log(faminc)

+ γ11 educ× kidslt6 + γ12 age× log(faminc) + γ13 age× kidslt6
+ γ14 log(faminc)× kidslt6 + v

H0:V ar(ui | Xi) = σ2 vs H1: not H0

The test-statistic is
LM = nR2

û2

d→ χ2(q)

Or:

F =
R2

û2/q

(1−R2
û2)/(n− k − 1)

∼ F (q, n− k − 1)

In this case, nR2
û2 = 753× 0.029328 = 22.0842

The critical value for a chi-squared distribution with 14 degrees of freedom is 23.7
(α = 5%) - we fail to reject the null hypothesis, concluding that there is evidence in
favour of heteroscedastic errors when using the White Test.

Alternatively, more simple, the F-statistic is 1.59 with p-value 0.076 therefore we fail
to reject H0 at 5% leading to the same conclusion.

Using Eviews (View/Residual Diagnostics/Heteroskedasticity Tests):

The conclusion is exactly the same.
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(e)(6) Test for heteroscedasticity using the Simplified White test and conclude.

Solution: The Simplified White Test is used to conserve a small number of degrees
of freedom. It is based on a regression that uses the fitted values of our dependent
variable:

û2 = α0 + α1 ĥours+ α2 ĥours
2

+ v

H0:V ar(ui | Xi) = σ2 vs H1: not H0

The test-statistic is, once again,

LM = nR2
û2

d→ χ2(2)

Or:

F =
R2

û2/2

(1−R2
û2)/(n− k − 1)

∼ F (2, n− k − 1)

For this test, nR2
û2 = 753× 0.016556 = 12.4667

The critical value for a chi-squared distribution with 2 degrees of freedom is 5.99
(α = 5%) - we reject the null hypothesis, concluding that there is statistical evidence
in favour of heteroscedastic errors.

Alternatively, more simple, the F-statistic is 6.31 with p-value 0.002 therefore we
reject H0 leading to the same conclusion.
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(f)(5) Estimate the model using the White estimator for the standard errors.

Solution:

ĥours = −1511.46 + 20.63 educ− 17.41 age+ 287.58 log(faminc)− 478.78 kidslt6

se(β̂1) = 13.60; se(β̂2) = 4.31; se(β̂3) = 55.81; se(β̂4) = 57.12

(g)(7) Given the results you obtained discuss the properties of the estimations in (a) and in (f).

Solution: Since there is evidence of heteroscedasticity with the first and third tests
(and H0 in the White Test is not very far from being rejected), and supposing MRL.1
to MRL.4 apply, we should not use the usual standard errors computed in (a): all
our inference (t-tests, F-tests, etc) will be invalid. Still, the OLS estimator for β is
unbiased and consistent, even if it is not BLUE anymore.

Using OLS with White standard errors, as done in (f), allows us to perform correct
inference, even if the distributions are only valid asymptotically.


